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Abstract

In this paper, we propose a simple and novel direct-forcing immersed boundary (IB) projection method in conjunction with a prediction-correction (PC) process for simulating the dynamics of fluid-solid interaction problems, in which each immersed solid object can be stationary or moving in the fluid with a prescribed velocity. The method is mainly based on the introduction of a virtual force which is distributed only on the immersed solid bodies and appended to the fluid momentum equations to accommodate the internal boundary conditions at the immersed solid boundaries. More specifically, we first predict the virtual force on the immersed solid domain by using the difference between the prescribed solid velocity and the computed velocity, which is obtained by applying the Choi-Moin projection scheme to the incompressible Navier-Stokes equations on the entire domain including the portion occupied by the solid bodies. The predicted virtual force is then added to the fluid momentum equations as an additional forcing term and we employ the same projection scheme again to correct the velocity field, pressure and virtual force. Although this method is a two-stage approach, the computational cost of the correction stage is rather cheap, since the associated discrete linear systems need to be solved in the correction stage are same with that in the prediction stage, except the right-hand side data terms. Such a PC procedure can be iterated to form a more general method, if necessary. The current two-stage direct-forcing IB projection method has the advantage over traditional one-stage direct-forcing IB projection methods, consisting of the prediction step only, by allowing much larger time step, since traditional methods generally request quite small time step for flow field relaxed and adjusted to the solid body movement even using implicit scheme. Numerical experiments of several benchmark problems are performed to illustrate the simplicity and efficient performance of the newly proposed method. Convergence tests show that the accuracy of the velocity field is super-linear in space in all the 1-norm, 2-norm, and maximum norm. We also find that our numerical results are in very good agreement with the previous works in the literature and one correction at each time step appears to be good enough for the proposed PC procedure.
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1. Introduction

In this paper, we will propose a simple and novel direct-forcing immersed boundary (IB) projection method with prediction-correction (PC) for simulating the dynamics of incompressible viscous flows interacting...
with rigid solid bodies, where each immersed solid object can be stationary or moving in the fluid with a prescribed velocity. As is well known, the study of fluid-structure interaction (FSI) is of great importance in many applications of sciences and engineering, and it usually involves complex structure geometries. The body-fitted approach is a conventional method that is frequently used to simulate flow with a complex boundary. In that approach, the incompressible Navier-Stokes equations are spatially discretized on a curvilinear or unstructured grid that conforms to the immersed structure boundaries. Therefore, the boundary conditions such as the no-slip condition can be imposed easily. However, the body-fitted discretizations have to re-mesh the spatial domain at every time step correspondingly when the body deforms or moves in the fluid. Since the grid generation can become a large computational overhead, it would be desirable to avoid the need of re-meshing at each time step. Even the arbitrary Lagrangian-Eulerian method still needs remedying for every several time steps to avoid the deterioration of grid quality. Thus, one should seek the help of the Cartesian grid based non-boundary conforming methods, such as the so-called IB method, to address the complex FSI problems.

It is well known that the IB method was originally introduced by Peskin in the 1970s to model blood flow in the heart and through heart valves (cf. [51, 52]). In recent years, it has evolved into a simple but powerful method for formulating the interaction between viscous incompressible fluid and one or more structures immersed in it; see e.g., [10, 24, 33, 34, 35, 37, 38, 39, 42, 43, 49, 53, 55, 56, 57, 62, 63, 64, 69] and many references cited therein. In the traditional IB method, an Eulerian description is used to describe the fluid dynamics, while the Lagrangian representation is used to describe the surface of immersed object. Each immersed boundary exerts a singular force on the fluid and at the same time moves with the local fluid velocity when the velocity of the immersed object is not prescribed. The interaction between immersed boundary and fluid can be represented by a contribution to a force density term in the fluid momentum equations by means of the Dirac delta function. This results in a single set of governing equations of motion to hold in the entire domain without any internal boundary conditions. Instead of generating a boundary-fitted grid for regions exterior and interior to the immersed boundary at each time step, the spatial discretization of the IB method is implemented over Cartesian grids for the entire domain, and the immersed boundary is discretized by a set of Lagrangian marker points that are not constrained to lie on the grids. In the meantime, the Eulerian and Lagrangian variables are linked by the interaction equations that involve a smoothed approximation to the Dirac delta function.

According to the way that the singular force would be generated, the IB method can be generally categorized as either the feedback-forcing approach or the direct-forcing approach [46]. In the feedback-forcing approach, the singular forcing term is determined by using the differences between the expected displacement and velocity and the computed ones on the immersed boundary with two negative penalty parameters. These two negative parameters are obtained semi-empirically and usually impose restrictive stability conditions on the size of time step. Although this approach has proved to be rather capable of handling FSI problems of flows past stationary or moving cylinder, it sometimes have severe stability problems by the inherent feedback nature of the method. The feedback-forcing IB approach has been studied in recent years by many researchers, such as Goldstein et al. [19], Hsieh et al. [24], Lai and Peskin [37], Saiki and Biringen [54], Silva et al. [42], just to name a few. On the other hand, to tackle the difficulties arising in the feedback-forcing approach, the direct-forcing IB approach was introduced by Mohd-Yusof [69] and Fadlun et al. [17]. In this approach, the external force term is directly deduced from the momentum equations by setting the velocity at boundary points of the immersed object to the desired velocity using interpolation/distribution functions. In this manner, the boundary conditions can be approximately satisfied when combined with a projection scheme in practical computations. Compared with the feedback forcing, the direct forcing is rather straightforward, because there are no unknown parameters that should be determined in the formulation. The basic idea of the direct-forcing approach has been used and developed successfully in several further applications, see e.g., [2, 15, 22, 26, 30, 41, 45, 61, 63, 66, 69, 70], etc.

In the work of Noor et al. [50], they proposed a new direct-forcing IB method combined with the projection scheme for simulating the dynamics of fluid-solid interaction problems, in which a virtual force
for the solid body is added to the incompressible Navier-Stokes equations to accommodate the interaction between the fluid and solid. The most characteristic feature of such approach is that the virtual force is not just distributed on immersed solid boundary, but is actually distributed on the whole solid body. In the projection computations, the virtual force is estimated by using the difference between the prescribed solid velocity and the computed one weighted with a volume-of-solid function $\eta$ to avoid the rather complicated interpolation process as that of [17, 31], where the computed velocity is obtained by applying the projection scheme to the incompressible Navier-Stokes equations on the entire domain including the portion occupied by the solid body. In fact, the function $\eta$ denotes the volume fraction of solid within a cell, where $\eta$ equals to 1 for solid cells and 0 for fluid cells, and is fractional on cells cut by immersed boundary. However, for making the scheme as simple as possible for moving solid objects, they ignored the fractional value of $\eta$.

That is, in [50], the values of $\eta$ is either 1 or 0 only. In the review process of this paper, one of the reviewers pointed out the earlier work of Kajishima et al. [27, 28] to us. We have found that the numerical method proposed in [27, 28] is essentially identical to that of [50] for solving fluid-solid interaction problems.

Although the direct-forcing IB method proposed in [27, 28, 50] has been successfully applied to several engineering applications [5, 6, 7] and it seems to produce reasonable results for simulating fluid-solid interaction problems, we find that this method is not always convergent when it is combined with an inappropriate projection scheme. The main reason for this failure is due to the inconsistency between velocity and pressure at the end of each time step with velocity corrected but not pressure in the immersed solid domain. This particularly causes a problem in calculating the intermediate velocity of the next time step when employing pressure from the previous time step in the momentum equations. We will give a more detailed description of the possible inconsistency in the method in Section 2 below. This is an important finding in the present study regarding the primitive direct-forcing IB method in [50] and [27, 28].

Motivated by the above finding, in this paper, we will provide a remedy to prevent the possible inconsistency arising in the primitive direct-forcing IB method of [27, 28, 50]. We will propose a simple and novel PC approach combined with the projection scheme of Choi and Moin [9], which is a second-order scheme in time, to simulate the dynamics of fluid-solid interaction problems, where each immersed solid object can be stationary or moving in the fluid with a prescribed velocity. This approach can be categorized as a direct-forcing IB projection method with a PC process. A time-discrete virtual force distributed only on the immersed solid body is introduced and added to the fluid momentum equations to accommodate the internal boundary condition at the immersed solid boundary as done in Noor et al. [50] and Kajishima et al. [27, 28]. More specifically, in the prediction stage, the virtual force can be first predicted by using the difference between the prescribed solid velocity and the computed one, which is obtained by the Choi-Moin projection scheme on the entire domain without particularly considering the immersed solid object. In the correction stage, the obtained predicted virtual force is then appended to the momentum equations as an additional forcing term for calculating the intermediate velocity. We then perform the Choi-Moin projection again to update the velocity and pressure fields, and correct the velocity in immersed solid domain to obtain the corrected virtual force. Although this direct-forcing IB projection method with PC is a two-stage approach, the computational cost of the correction stage is rather cheap, since the associated discrete linear systems need to be solved in the correction stage are same with that in the prediction stage, except the right-hand side data terms. Apparently, such a PC procedure can be iterated to form a more general P(C)$^k$ method for $k \geq 2$, if necessary. This two-stage method also has the advantage over the most direct-forcing IB projection methods like Noor et al. [50] and Kajishima et al. [27, 28], since those direct-forcing methods are generally one-stage, which request quite small time step for flow field relaxed and adjusted to the solid body movement even using implicit scheme.

In this paper, we will perform numerical experiments of several fluid-solid interaction problems to illustrate the simplicity and efficient performance of this newly proposed approach, including the flow induced by a rotating cylinder inside a square enclosure for convergence test, the flow past a stationary cylinder, the flow past an in-line oscillating cylinder, and the flow induced by two cylinders moving towards each other. All these numerical examples show the high capability of this newly proposed method in solving complex-
geometry flow problems. In particular, we find from the convergence test that the order of convergence of the velocity field is super-linear in space in 1-norm, 2-norm, and maximum norm, while the pressure is only first-order accurate in 1-norm and 2-norm and somewhat nearly half-order accurate in the maximum norm. We also find that our numerical results are in very good agreement with the previous works in the literature and one correction at each time step appears to be good enough for the proposed PC procedure. Finally, to validate the ability of the proposed method for solving two-way fluid-solid interaction problems in which the velocity of each immersed solid object is not prescribed, promising numerical results of the free-falling process of a 2-D solid ball are presented.

In summary, the main contributions of this paper are twofold. First, we clearly describe how the inconsistency problem might arise in the primitive direct-forcing IB method [27, 28, 50]. The second contribution is that we devise a two-stage direct-forcing method successfully preventing the possible inconsistency and efficiently simulating the dynamics of fluid-solid interaction problems.

The remainder of this paper is organized as follows. In Section 2, we demonstrate how the possible inconsistency arises in the primitive direct-forcing IB projection method when the projection scheme adopted in the method is not carefully chosen. In Section 3, we introduce the new and simple direct-forcing IB projection method with a PC process. Numerical experiments for several benchmark problems are presented in Section 4. Finally, a brief summary and conclusions are given in Section 5.

2. A primitive direct-forcing IB projection method and the inconsistency

Let \( \Omega \subset \mathbb{R}^d \), \( d = 2 \) or 3, be a bounded fluid domain which encloses, for simplicity, a single rigid solid body positioned at \( \Omega_s(t) \) with the prescribed velocity \( u_s \), see Figure 2.1. One of the Cartesian grid based non-boundary conforming methods for efficiently simulating fluid-solid interaction problems is the direct-forcing IB method of Noor et al. [50] and Kajishima et al. [27, 28], in which the solid part is treated like a fluid but with an additional virtual force field \( F \) applied only to the solid portion so that it would behave like a real solid body. In practice, this virtual force \( F \) is added to the momentum equations to accommodate the interaction between the solid and fluid such that the internal boundary condition at the immersed solid boundary is exactly satisfied. Thus the problem can be solved on the entire domain \( \Omega \) with a Cartesian grid. Of course, how to find the virtual force \( F \) is the most crucial issue. Later we will specify such virtual force in its time-discrete version in the projection computations. At this moment, the governing equations of the dynamics of the fluid-solid interaction can be informally posed as follows:

\[
\frac{\partial u}{\partial t} - \nu \nabla^2 u + (u \cdot \nabla) u + \nabla p = f + F \quad t \in (0, T], \quad x \in \Omega, \quad (2.1)
\]

\[
\nabla \cdot u = 0 \quad t \in (0, T], \quad x \in \Omega, \quad (2.2)
\]

\[
u \nabla \cdot u = 0 \quad t \in (0, T], \quad x \in \Omega, \quad \quad (2.3)
\]

\[
\begin{align*}
\quad u & = u_0 \quad t = 0, \quad x \in \Omega, \\
\end{align*}
\]

where \( u \) is the velocity field, \( p \) is the pressure (divided by a constant density \( \rho \)), \( \nu \) is the kinematic viscosity, and \( f \) represents the density of body force.

To introduce the direct-forcing IB projection approach of Noor et al. [50] and Kajishima et al. [27, 28], we first discretize the temporal variable \( t \) of the incompressible Navier-Stokes problem (2.1)-(2.4), with the spatial variable \( x \) being left continuous. Let \( t_i := i \Delta t \) with \( \Delta t > 0 \) be the time step length. Let \( g^n \) and \( g^{n+\frac{1}{2}} \) denote the approximate value or exact value (if available) of \( g(t_n) \) and \( g(t_{n+\frac{1}{2}}) \), respectively. The temporal integration of (2.1)-(2.4) is based on a semi-implicit second-order difference method, in which the Crank-Nicolson implicit scheme will be employed for time discretization, the Adams-Bashforth explicit approximation will be used for linearizing the nonlinear convection term, and a direct second-order
The density of body force will be applied to both the pressure and the virtual force. More specifically, we use the following temporal approximations:

\[
\frac{1}{2}((u^{n+1} \cdot \nabla) u^n + (u^n \cdot \nabla) u^n) = \frac{3}{2}(u^n \cdot \nabla) u^n - \frac{1}{2}(u^{n-1} \cdot \nabla) u^{n-1} + O(\Delta t^2),
\]

where \(f\) denotes the average value of the density of body force \(\frac{1}{2}(f^{n+1} + f^n)\). Obviously, it is not an efficient way to solve this linearized coupled system of Stokes-like equations directly. This is precisely the reason for proposing the projection approach to decouple the computations of \(u^{n+1}\) and \(p^{n+\frac{1}{2}}\).

We now introduce the primitive direct-forcing IB projection method which was proposed by Noor et al. [50] and Kajishima et al. [27, 28] for solving system (2.7)-(2.9). In this section, we will replace the first-order in time Chorin projection scheme [11, 12] originally adopted in [27, 28, 50] by the second-order in time projection scheme of Brown et al. [3]. This will enable us to understand how the inconsistency may possibly arise and cause convergence problem in the direct-forcing IB projection approach if not selecting projection scheme appropriately. At the beginning of time level \(t = t_n+1\), the velocities \(u^n\), \(u^{n-1}\), the pressure \(p^{n-\frac{1}{2}}\) and the density of body force \([f]^{n+\frac{1}{2}}\) are all given. The numerical scheme consists of the following several steps:

**Step 1:** First, we solve \(u^*\) without virtual force term for the momentum equations:

\[
\frac{u^* - u^n}{\Delta t} - \frac{\nu}{2} \nabla^2 (u^* + u^n) + [(u \cdot \nabla) u^*]^{n+\frac{1}{2}} + \nabla p^{n-\frac{1}{2}} = [f]^{n+\frac{1}{2}} \quad \text{in } \Omega \tag{2.10}
\]

\[
u^* = u^{n+1}_b \quad \text{on } \partial \Omega . \tag{2.11}
\]

where \([(u \cdot \nabla) u]^{n+\frac{1}{2}}\) denotes the Adams-Bashforth second-order approximation given in (2.5), i.e.,

\[
[(u \cdot \nabla) u]^{n+\frac{1}{2}} := \frac{3}{2}(u^n \cdot \nabla) u^n - \frac{1}{2}(u^{n-1} \cdot \nabla) u^{n-1} . \tag{2.12}
\]
We remark that in general, the intermediate velocity field \( u^* \) does not satisfy the divergence-free condition in \( \Omega \).

**Step 2:** In this step, we will advance the intermediate velocity \( u^* \) by using the pressure correction function \( \phi^{n+1} \). The role that \( \phi^{n+1} \) plays is an auxiliary function whose main purpose is to project \( u^* \). Indeed, we determine \( u^{**} \) and \( \phi^{n+1} \) by solving

\[
\frac{u^{**} - u^*}{\Delta t} + \nabla \phi^{n+1} = 0 \quad \text{in } \Omega, \tag{2.13}
\]

\[
\nabla \cdot u^{**} = 0 \quad \text{in } \Omega, \tag{2.14}
\]

\[
u^{**} \cdot n = u^{n+1}_0 \cdot n \quad \text{on } \partial \Omega. \tag{2.15}
\]

The existence and uniqueness (up to a constant for \( \phi^{n+1} \)) of solution of the above boundary value problem (2.13)-(2.15) is ensured by the Helmholtz-Hodge decomposition [13]. In fact, taking the divergence to (2.13), dotting both sides of (2.13) with the outward unit normal vector \( n \) to the boundary \( \partial \Omega \), and combining with the boundary conditions (2.11) and (2.15), we can find that solving system (2.13)-(2.15) is equivalent to solve the following \( \phi^{n+1} \)-Neumann Poisson problem:

\[
\nabla^2 \phi^{n+1} = \frac{1}{\Delta t} \nabla \cdot u^* \quad \text{in } \Omega, \tag{2.16}
\]

\[
\nabla \phi^{n+1} \cdot n = 0 \quad \text{on } \partial \Omega, \tag{2.17}
\]

and then define the velocity field \( u^{**} \) as

\[
u^{**} = u^* - \Delta t \nabla \phi^{n+1} \quad \text{in } \Omega. \tag{2.18}
\]

In practical computations, we usually impose the condition \( \int_{\Omega} \phi^{n+1} \, dx = 0 \) to the Neumann Poisson problem (2.16)-(2.17) for the uniqueness of solution.

**Step 3:** Conventionally, (2.18) would be the end of projection scheme for finding the velocity field and we have to set \( u^{n+1} = u^{**} \); see, e.g., [1, 11, 12, 20, 21, 32, 58, 60, 71]. However, in order to make the velocity of solid domain to cope with prescribed solid body velocity, we need an additional step to reset the velocity of solid domain to be the same as that of the solids velocity \( u^{n+1}_s \). This would naturally make the fluid satisfy the internal boundary condition at the immersed solid boundary \( \partial \Omega^{n+1}_s \). This can be accomplished by defining the virtual force on the solid body as

\[
F^{n+1} := \eta \frac{u^{n+1}_s - u^{**}}{\Delta t} \quad \text{on } \overline{\Omega}_s, \tag{2.19}
\]

and then solve the velocity \( u^{n+1} \) by directly setting

\[
u^{n+1} - u^{**} = F^{n+1} \quad \text{in } \Omega, \tag{2.20}
\]

where \( \eta(t_{n+1}, x) \) is defined as

\[
\eta(t_{n+1}, x) = \begin{cases} 
1 & x \in \overline{\Omega}^{n+1}_s, \\
0 & x \notin \overline{\Omega}^{n+1}_s.
\end{cases} \tag{2.21}
\]

Note that the virtual force \( F^{n+1} \) exists on the whole solid body and zero elsewhere. In other words, in this step, we simply set

\[
u^{n+1} = \begin{cases} 
u^{**} & \text{in } \overline{\Omega} \setminus \overline{\Omega}^{n+1}_s, \\
u^{n+1}_s & \text{in } \overline{\Omega}^{n+1}_s.
\end{cases} \tag{2.22}
\]

We remark that in the spatial discretization that will be specified in Section 4, the function \( \eta \) denotes the volume fraction of solid inside a cell and it is generally between 0 (pure fluid) and 1 (pure solid) and can be fractional for cells cut by immersed solid boundary.
Step 4: Finally, summing the equations (2.10), (2.13), (2.20) with (2.18), we obtain

$$\frac{u^{n+1} - u^n}{\Delta t} - \frac{\nu}{2} \nabla^2 (u^{**} + u^n) + \left[(u \cdot \nabla)u^{n+\frac{1}{2}}ight]$$

$$+ \nabla \left(p^{n+\frac{1}{2}} + q^{n+1} - \frac{\nu \Delta t}{2} \nabla^2 q^{n+1}\right) = \left[f^{n+\frac{1}{2}} + F^{n+\frac{1}{2}}\right] \text{ in } \Omega. \quad (2.23)$$

which comparing with (2.7) suggests that in this last step of the projection scheme, we should update the pressure by setting

$$p^{n+\frac{1}{2}} := p^{n-\frac{1}{2}} + q^{n+1} - \frac{\nu \Delta t}{2} \nabla^2 q^{n+1} \text{ in } \Omega. \quad (2.24)$$

The above direct-forcing IB projection method is simply formed by combining the second-order in time projection scheme of Brown et al. [3] with the underlying idea of the direct-forcing approach proposed by Noor et al. [50] and Kajishima et al. [27, 28]. It seems to be a reasonable scheme for solving fluid-solid interaction problems. However, based on our numerical experiments, we find that in general it does not converge for the 2-D problem of flow past a stationary cylinder, unless the time step is very small. The reason for this failure is because that in the projection computations, the obtained velocity field $u^{n+1}$ and pressure $p^{n+\frac{1}{2}}$ at current time level $t = t_{n+1}$, which will be used in solving the intermediate velocity field $u^*$ in the next time level $t = t_{n+2}$, may not be consistent. More precisely, we can find that the velocity $u^{n+1}$ is directly obtained by setting (2.22) that is identical to $u^{**}$ in the fluid part, but is enforced to be $u^*_{n+1}$ in the solid part. At the same time, however, the pressure $p^{n+\frac{1}{2}}$ is obtained by (2.24) which is essentially determined along with the velocity field $u^{**}$ in Step 2. In other words, $p^{n+\frac{1}{2}}$ is consistent with $u^{**}$ but not $u^{n+1}$. Therefore, the inconsistency may arise in the next time level $t = t_{n+2}$ when we perform Step 1 for the intermediate velocity $u^*$ by solving (2.10) and (2.11), where, at this moment, $u^n$ should be replaced by $u^{n+1}$ and $p^{n-\frac{1}{2}}$ replaced by $p^{n+\frac{1}{2}}$. We can therefore conclude that a careful choice of projection scheme plays a crucial role for the success of such direct-forcing IB projection approach. This critical observation is one of the main contributions of this work and it motivates us to seek the necessary improvements.

We remark that the choice of first-order in time Chorin projection scheme in Noor et al. [50] and Kajishima et al. [27, 28] luckily avoid the inconsistency, since there would be no pressure term in solving the intermediate velocity $u^*$. Still, there are other projection schemes can avoid this inconsistency and at the same time own higher-order accuracy in time such as the Choi-Moin second-order projection scheme [9]. In the next section, we will provide a far better remedy to retrieve the time accuracy of the direct-forcing IB projection method. We will propose a simple and novel PC approach, combined with the second-order in time projection scheme of Choi and Moin [9], to simulate the dynamics of fluid-solid interaction problems. This is another main contribution of this work. The results of the numerical experiments reported in Section 4 will demonstrate the efficiency and robustness of the proposed prediction-correction strategy.

There are several similar direct-forcing IB methods have been proposed and studied in the literature, see e.g., [2, 15, 17, 22, 26, 30, 41, 45, 61, 63, 66, 69, 70]. Generally speaking, in those methods the forcing term $F$ appended to the momentum equations due to the presence of solid body has to be determined at the advanced time level before the solution procedure can be started. Moreover, this momentum forcing is located only in a neighborhood of the immersed solid boundary. As a result, the immersed boundary condition on $\partial \Omega_s$ can only be approximately satisfied, while the velocity field is divergence free on the whole spatial domain $\Omega$. In contrast, the virtual force in the direct-forcing method of Noor et al. [50] and Kajishima et al. [27, 28] is defined on the whole solid body domain as that specified in (2.19). Such virtual force does not need to be estimated at the beginning of the solution procedure, it is explicitly determined after the velocity field $u^{**}$ is obtained. That is, the step of determination of virtual force (Step 3) is implemented after the projection step (Step 2). This leads the immersed boundary condition to be exactly satisfied. However, the divergence-free condition may be destroyed in cut cells at which the solid-fluid interface is located. More of this divergence-free issue will be discussed in Subsection 4.2. These are the
main differences between the direct-forcing IB method of Noor et al. [50] and Kajishima et al. [27, 28] with other previous direct-forcing IB methods in the literature.

3. A direct-forcing IB projection method with a prediction-correction process

In this section, we will propose a simple and novel direct-forcing IB projection method with a PC process, where the second-order in time Choi-Moin projection scheme [9] will be employed for the time discretization. The main idea of this approach is based on using a PC strategy to enhance the consistency of the primitive method. The proposed method is divided into following two stages:

- **Prediction stage**: In this stage, we predict the virtual force \( F_n^{n+\frac{1}{2},p} \) by using the primitive direct-forcing IB projection approach as that described in Section 2. All unknown variables are equipped with the superscript “\( p \)” to indicate that they are unknown functions to be solved in this stage. Firstly, we solve \( u^{\ast,p} \) without virtual force term for the momentum equations:

\[
\frac{\tilde{u}^p - u^n}{\Delta t} - \nu \nabla^2 (\tilde{u}^p + u^n) + \left( (u \cdot \nabla) u \right)^{n+\frac{1}{2}} + \nabla p^{n-\frac{1}{2}} = \left[ f \right]^{n+\frac{1}{2}} \text{ in } \Omega, \tag{3.1}
\]

\[
\tilde{u}^p = u_b^{n+1} \text{ on } \partial \Omega, \tag{3.2}
\]

\[
\frac{u^{\ast,p} - \tilde{u}^p}{\Delta t} - \nabla p^{n-\frac{1}{2}} = 0 \text{ in } \Omega, \tag{3.3}
\]

where \( \tilde{u}^p \) is another tentative velocity field which is introduced for avoiding any special treatment of the boundary condition of intermediate velocity \( u^{\ast,p} \) and for keeping the overall accuracy of the projection scheme to be second-order accurate in time; we refer the reader to [9, 32] for more details. Notice that in general, the intermediate velocity field \( u^{\ast,p} \) does not satisfy the divergence-free condition in \( \Omega \). Secondly, we advance the intermediate velocity \( u^{\ast,p} \) by using the pressure correction function \( \phi^{n+1,p} \). We determine \( u^{\ast\ast,p} \) and \( \phi^{n+1,p} \) by solving

\[
\frac{u^{\ast\ast,p} - u^{\ast,p}}{\Delta t} + \nabla \phi^{n+1,p} = 0 \text{ in } \Omega, \tag{3.4}
\]

\[
\nabla \cdot u^{\ast\ast,p} = 0 \text{ in } \Omega, \tag{3.5}
\]

\[
u^{\ast\ast,p} \cdot n = u_b^{n+1} \cdot n \text{ on } \partial \Omega, \tag{3.6}
\]

which is equivalent to solve the \( \phi^{n+1,p} \)-Neumann Poisson problem,

\[
\nabla^2 \phi^{n+1,p} = \frac{1}{\Delta t} \nabla \cdot u^{\ast,p} \text{ in } \Omega, \tag{3.7}
\]

\[
\nabla \phi^{n+1,p} \cdot n = 0 \text{ on } \partial \Omega, \tag{3.8}
\]

and then define the velocity field \( u^{\ast\ast,p} \) as

\[
u^{\ast\ast,p} = u^{\ast,p} - \Delta t \nabla \phi^{n+1,p} \text{ in } \Omega. \tag{3.9}
\]

The additional condition \( \int_{\Omega} \phi^{n+1,p} dx = 0 \) is imposed to the Neumann Poisson problem (3.7)-(3.8) for the uniqueness of solution. Finally, we predict the virtual force \( F_n^{n+\frac{1}{2},p} \) by setting

\[
F_n^{n+\frac{1}{2},p} := \frac{u_b^{n+1} - u^{\ast\ast,p}}{\Delta t} \text{ on } \Gamma_b, \tag{3.10}
\]

where \( \eta(t_{n+1}, x) = 1 \) for \( x \in \Gamma_b^{n+1} \) and \( \eta(t_{n+1}, x) = 0 \) for \( x \not\in \Gamma_b^{n+1} \).
• Correction stage: Once the predicted virtual force $F^{n+\frac{1}{2},p}$ is obtained, in this stage, we then add it to the right-hand side of (3.1) as an additional forcing term and find the new intermediate velocity field $\tilde{u}$. With this predicted virtual force $F^{n+\frac{1}{2},p}$, the immersed solid object can be immediately felt by the fluid occupying the same domain and make it act more like a solid object. More precisely, we solve for $\tilde{u}$ by

$$\frac{\tilde{u} - u^n}{\Delta t} - \frac{v}{2} \nabla^2 (\tilde{u} + u^n) + [(u \cdot \nabla) u]^{n+\frac{1}{2}} + \nabla p^{n-\frac{1}{2}} = [f]^{n+\frac{1}{2}} + F^{n+\frac{1}{2},p} \quad \text{in } \Omega,$$

(3.11)

$\tilde{u} = u^{p+1}_n$ on $\partial \Omega$, (3.12)

$$\frac{u^* - \tilde{u}}{\Delta t} - \nabla p^{n-\frac{1}{2}} = 0 \quad \text{in } \Omega,$$

(3.13)

Then solve for the pressure correction function $\phi^{n+1}$ by

$$\nabla^2 \phi^{n+1} = \frac{1}{\Delta t} \nabla \cdot u^* \quad \text{in } \Omega,$$

(3.14)

$$\nabla \phi^{n+1} \cdot n = 0 \quad \text{on } \partial \Omega,$$

(3.15)

and update the velocity field $u^{**}$ by

$$u^{**} = u^* - \Delta t \nabla \phi^{n+1} \quad \text{in } \Omega,$$

(3.16)

and correct the pressure $p^{n+\frac{1}{2}}$ by

$$p^{n+\frac{1}{2}} = \phi^{n+1} - \frac{v}{2} \nabla \cdot \tilde{u}.$$

(3.17)

We then define the corrected velocity field $u^{n+1}$ as

$$u^{n+1} := \begin{cases} u^{**} & \text{in } \Omega \setminus \Omega^{n+1}_2, \\ u^{p+1}_n & \text{in } \Omega^{n+1}_2. \end{cases}$$

(3.18)

The correction term of virtual force is given by

$$\delta F^{n+\frac{1}{2}} := \eta \frac{u^{n+1}_p - u^{**}}{\Delta t} \quad \text{in } \Omega,$$

(3.19)

and then the corrected virtual force becomes

$$F^{n+\frac{1}{2}} = F^{n+\frac{1}{2},p} + \delta F^{n+\frac{1}{2}}.$$

(3.20)

Regarding this direct-forcing IB projection method with PC, we have following several remarks:

Remark 3.1. As we have mentioned at the end of Section 2, a careful choice of the projection schemes plays a crucial role for the success of the primitive direct-forcing IB projection approach. In this newly proposed method, we employ the second-order in time Choi-Moin projection scheme [9] and one can find from (3.1)-(3.3) and (3.11)-(3.13) that the pressure prediction term $\nabla p^{n-\frac{1}{2}}$ essentially does not appear in the first step of the computations for solving $u^*\cdot p$ and $u^*$. For example, summing equations (3.1) and (3.3), we get

$$\frac{u^* \cdot p - u^n}{\Delta t} - \frac{v}{2} \nabla^2 (u^* + u^n) + [(u \cdot \nabla) u]^{n+\frac{1}{2}} = [f]^{n+\frac{1}{2}} \quad \text{in } \Omega.$$

The pressure prediction term disappears therein and this somehow alleviates the inconsistency of the method.
Remark 3.2. Although this approach is a two-stage method, the computational cost of the correction stage is rather cheap, since the associated discrete linear systems need to be solved in the correction stage are same with that in the prediction stage, except the right-hand side data terms. To elaborate, at each time level, the newly proposed PC approach described above has to solve two Helmholtz equations of $\tilde{u}^p$ and $\tilde{u}^*$, respectively, and two Neumann Poisson equations for the pressure correction functions $\phi^{n+1,p}$ and $\phi^{n+1}$. However, for all time levels, the only difference for these Helmholtz problems is the right-hand side source terms. In other words, the matrices of the resulting linear systems are the same for all Helmholtz equations, and we do not need to reassemble the matrix at each time step. Therefore, it can efficiently solve the linear systems by using, for example, the bi-conjugate gradient stabilized (Bi-CGSTAB) iterative method with an ILU preconditioner [65]. A similar situation occurs in the Neumann Poisson equations for solving the pressure correction functions $\phi^{n+1,p}$ and $\phi^{n+1}$.

Remark 3.3. At each time level, such prediction-correction procedure can be iterated to form a more general method, if necessary. The stopping criterion can be taken as, for example, the $L^2$ norm of the difference of two successive velocity fields is less than a given tolerance. However, based on our numerical experiments, we find that at each time level, one correction appears to be good enough for the proposed PC procedure.

Finally, we conclude this section with a brief description of the spatial discretizations of the Helmholtz and Neumann Poisson problems mentioned above. For all problems, we apply the second-order centered difference scheme over a staggered grid to discretize the equations to reach a linear algebraic system. For simplicity, we assume that the computational domain is a 2-D rectangular region $\Omega = [a, b] \times [c, d]$ and that the fluid variables are defined on the staggered marker-and-cell grids [16, 23]. As shown in Figure 3.1, we define the pressure on the grid points $(x_i, y_j) = (a + (i - 1/2)\Delta x, c + (j - 1/2)\Delta y)$ for $1 \leq i \leq m_x$ and $1 \leq j \leq m_y$, while the velocity components $u$ and $v$ are defined at $(x_{i-1/2}, y_j) = (a + (i - 1)\Delta x, c + (j - 1/2)\Delta y)$ for $1 \leq i \leq m_x + 1$ and $1 \leq j \leq m_y$ and $(x_i, y_{j-1/2}) = (a + (i - 1/2)\Delta x, c + (j - 1)\Delta y)$ for $1 \leq i \leq m_x$ and $1 \leq j \leq m_y + 1$, respectively. Here, we use a uniform mesh with mesh size $h = \Delta x = \Delta y$.

![Figure 3.1: A schematic diagram of the 2-D computational domain $\Omega$ with staggered grid, where the unknowns $u$, $v$ and $p$ are approximated at the grid points marked by $\rightarrow$, $\uparrow$ and $\bullet$, respectively.](image)

4. Numerical experiments

In this section, we will apply the newly proposed direct-forcing IB projection method with the PC process described in Section 3 to several 2-D fluid-solid interaction problems to illustrate the simplicity and efficient performance of the method for solving complex-geometry flow problems. We will test the accuracy of the proposed method in Subsection 4.1 by considering the flow induced by a rotating solid disk inside a square enclosure. In Subsection 4.2, we examine the flow past a stationary cylinder which is a typical benchmark
problem. We then consider the moving solid objects in the fluid with a prescribed velocity in the next two subsections, including the flow past an in-line oscillating cylinder and the problem of two cylinders moving towards each other. The density of body force \( f \) in all the above examples is zero. In the numerical simulations, we take the volume-of-solid function \( \eta = 0 \) for cells of pure fluid, \( \eta = 1 \) for cells of pure solid and fractional for cells cut by immersed solid boundary. We find that our numerical results are in very good agreement with previous works in the literature and one correction at each time level appears to be good enough for the proposed PC procedure. Finally, in Subsection 4.5, we consider the free-falling process of a 2-D solid ball to validate the ability of the current method for solving two-way coupling problems.

4.1. Accuracy test for the flow induced by a rotating solid disk

In order to test the spatial convergence behavior of the direct-forcing IB projection method with the PC process, we consider the problem of flow induced by a rotating solid disk immersed in a square enclosure \( \Omega = (0,1) \times (0,1) \), where the solid disk is centered at \((0.5,0.5)\) with radius \( r = 0.25 \) and rotates counterclockwise by a constant angular velocity \( \omega = 4 \), that is, \( u_\delta(t, x, y) = (-4(y - 0.5), 4(x - 0.5)) \) for \((x, y) \in \Omega_s\). The zero velocity boundary condition, \( u = (u, v) = (0,0) \), is imposed everywhere at the boundary \( \partial \Omega \), while the pressure is imposed with the homogeneous Neumann boundary condition, as shown in Figure 4.1. We consider the Reynolds number \( Re := 1/\nu = 100 \) and take a small \( CFL \) number, \( CFL = 0.1 \), for mainly focusing on the spatial accuracy test. The initial velocity field at \( t = 0 \) is set to zero, and will advance to the time \( T = 4 \), which is sure to reach the steady state. At each time level, only one correction in the PC process will be performed.

Since the exact solution is not available in this example, to compute the error at \( T = 4 \), we employ the numerical solution produced by the present method with the finest grid size \( h = 1/1620 \) as the reference solution. Numerical results for different grid resolutions are reported in Table 4.1, in which we consider the grid sizes \( h = 1/20, 1/60, 1/180 \) and \( 1/540 \). As we consider the grid size refinement by a factor of \( 1/3 \), the staggered grid points in a coarse grid will still retain in the successive refined grid. Consequently, we can estimate the order of convergence of the numerical solutions without any further interpolation processing. In Figure 4.2, we plot the numerical results of the velocity field and pressure contours at time \( t = 4 \) produced by the present method with \( h = 1/180 \).

From the numerical results presented in Table 4.1, we may observe that the order of convergence of the velocity field is apparently better than first order in space in all the 1-norm, 2-norm and maximum norm, while the accuracy of the pressure is of first order accurate in 1-norm and 2-norm and is somewhat nearly half order accurate in the maximum norm. The super-linear convergence, not second-order convergence, in velocity is expected, since we handle the internal velocity boundary condition of the immersed solid body by means of the virtual force \( F \) acting on the whole solid domain with the volume-of-solid function \( \eta \) instead of interpolation as in Fadlun et al. \[17\]. This sacrifice of accuracy in the current volume of solid approach can avoid the additional interpolation procedure at immersed boundary at each time step, and gain the advantage of computing the net force exerted on solid object by fluid easily just by summing up all discrete virtual forces, see e.g., (4.2) below. On the other hand, the lower order of accuracy for pressure than velocity is also expected, since it is inherent in projection scheme. We believe that a more accurate difference scheme in solving the Neumann Poisson problems (3.7)-(3.8) and (3.14)-(3.15) with a careful approximation to the right-hand side data will lead to a better convergence order of the proposed direct-forcing IB projection method with PC. All these issues will be addressed in the future work.

4.2. The flow past a stationary cylinder

The flow past a stationary cylinder, \( u_\delta \equiv 0 \), is a typical benchmark problem which has been extensively studied both experimentally \[14, 60]\] as well as numerically \[4, 43, 56, 57, 68\]. It is well known that the flow configuration depends on the Reynolds number. For low Reynolds number, about \( Re \leq 47 \), two symmetrical vortices will be stationarily attached behind the cylinder. By increasing the value of \( Re \), the
Figure 4.1: Boundary conditions of the problem of flow induced by a rotating solid disk.

Table 4.1: Error behavior of the numerical solutions $u_h$, $v_h$ and $p_h$ of the rotating solid disk problem at time $T = 4$ using the numerical solution of $h = 1/1620$ as the reference solution

<table>
<thead>
<tr>
<th>1/h</th>
<th>1-norm</th>
<th>order</th>
<th>2-norm</th>
<th>order</th>
<th>max-norm</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2.0820e-02</td>
<td>–</td>
<td>3.9742e-02</td>
<td>–</td>
<td>1.7573e-01</td>
<td>–</td>
</tr>
<tr>
<td>60</td>
<td>8.4854e-03</td>
<td>0.82</td>
<td>1.7044e-02</td>
<td>0.77</td>
<td>8.2900e-02</td>
<td>0.68</td>
</tr>
<tr>
<td>180</td>
<td>2.5123e-03</td>
<td>1.11</td>
<td>5.0608e-03</td>
<td>1.11</td>
<td>2.8370e-02</td>
<td>0.98</td>
</tr>
<tr>
<td>540</td>
<td>6.5240e-04</td>
<td>1.23</td>
<td>1.3207e-03</td>
<td>1.22</td>
<td>8.1061e-03</td>
<td>1.14</td>
</tr>
<tr>
<td>$v_h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2.5334e-02</td>
<td>–</td>
<td>4.2845e-02</td>
<td>–</td>
<td>1.7573e-01</td>
<td>–</td>
</tr>
<tr>
<td>60</td>
<td>1.0199e-02</td>
<td>0.83</td>
<td>1.8496e-02</td>
<td>0.76</td>
<td>8.2900e-02</td>
<td>0.68</td>
</tr>
<tr>
<td>180</td>
<td>3.0741e-03</td>
<td>1.09</td>
<td>5.5503e-03</td>
<td>1.10</td>
<td>2.8554e-02</td>
<td>0.97</td>
</tr>
<tr>
<td>540</td>
<td>7.9659e-04</td>
<td>1.23</td>
<td>1.4500e-03</td>
<td>1.22</td>
<td>8.1061e-03</td>
<td>1.15</td>
</tr>
<tr>
<td>$p_h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>6.8326e-03</td>
<td>–</td>
<td>1.3968e-02</td>
<td>–</td>
<td>8.4475e-02</td>
<td>–</td>
</tr>
<tr>
<td>60</td>
<td>3.0749e-03</td>
<td>0.73</td>
<td>6.2523e-03</td>
<td>0.73</td>
<td>4.8072e-02</td>
<td>0.51</td>
</tr>
<tr>
<td>180</td>
<td>9.8066e-04</td>
<td>1.04</td>
<td>2.1771e-03</td>
<td>0.96</td>
<td>3.8831e-02</td>
<td>0.19</td>
</tr>
<tr>
<td>540</td>
<td>2.6861e-04</td>
<td>1.18</td>
<td>7.5445e-04</td>
<td>0.96</td>
<td>2.5701e-02</td>
<td>0.38</td>
</tr>
</tbody>
</table>
symmetrical vortices will become unstable and break apart, leading to an alternating vortex shedding. In the present study, the settings of simulation parameters are quoted from [56]. We simulate an unsteady flow past a circular cylinder of diameter $D = 0.2$ centered at $(0, 0)$ in the rectangular computational domain $\Omega = [-13.4D, 16.5D] \times [-8.35D, 8.35D]$. A constant velocity profile $U_\infty = 1$ is specified at inflow boundary, that is, $x = -13.4D$. The detailed boundary conditions are described in Figure 4.3. A non-uniform grid of $250 \times 160$ cells is adopted to discretize the overall computational domain, within which a uniform grid of $60 \times 60$ cells is employed in the subregion $[-D, D] \times [-D, D]$ and the CFL number is taken as 0.4. Note that the CFL number taken here is rarely large compared with primitive direct-forcing IB methods like Noor et al. [50], in which CFL number is usually much smaller since it requires small time step for fluid flow relaxed and adjusted to the immersed solid object. However, through the predicted virtual force $F^{n+\frac{1}{2}}$ in the correction stage (3.11), fluid flow is adjusted to the solid object, and therefore it can allow a larger time step.

We introduce three different quantities that are often measured for the sake of comparison with other

Figure 4.2: Numerical results of the velocity field and pressure contours of the rotating solid disk problem at time $t = 4$ produced by the present method with $h = 1/180$.

Figure 4.3: Boundary conditions of the problem of flow past a cylinder.
numerical methods. They are the drag and lift coefficients, and the Strouhal number (cf. [37]). The drag coefficient \( C_d \) and the lift coefficient \( C_l \) are respectively defined as

\[
C_d := \frac{F_d}{U_\infty D/2} \quad \text{and} \quad C_l := \frac{F_l}{U_\infty D/2},
\]

where the drag force \( F_d \) and the lift force \( F_l \) are respectively approximated by

\[
F_d := -\int_\Omega F_1\, dx \approx -\sum_{x_{ij}} F_1 h^2 \quad \text{and} \quad F_l := -\int_\Omega F_2\, dx \approx -\sum_{x_{ij}} F_2 h^2,
\]

and \( F = (F_1, F_2) \) is the virtual force. All of these quantities are time-varying. When the flow becomes unstable, the stationary vortices behind the cylinder will start moving downstream and shedding alternatively with a frequency \( f_s \). This dimensionless vortex shedding frequency is called the Strouhal number and it is defined as \( St := f_s/(U_\infty D) \).

We now consider the simulations at various Reynolds numbers, \( Re := U_\infty D/\nu = 20, 40, 100 \), to validate the present direct-forcing IB projection method with the PC process. For the cases of \( Re = 20 \) and \( Re = 40 \), the computed wake behind the cylinder was seen to be symmetric and steady. The feature of wake is characterized by the non-dimensionalized parameters \( L_w, a, b \) and \( \theta \) as shown in Figure 4.4, where \( L_w, a, b \), and \( \theta \) represent the length of the recirculation zone, the distance from the cylinder to the center of the wake vortex, the distance between the centers of the wake vortices, and the separation angle measured from the \( x \)-axis, respectively. We compute the numerical results produced by the newly proposed method at time \( T = 50 \) with those obtained in the literature [4, 14, 43, 56, 57, 60, 68]. The comparison results are listed in Table 4.2, where the experimental studies are indicated with an asterisk *. Moreover, we use the terms “present method-P”, “present method-PC”, and “present method-PCC” to denote the newly proposed method without correction step (i.e., the method of Noor et al. [50] but with the Choi-Moin projection scheme [9]), with one correction step, and with two correction steps, respectively. We find that our numerical results are in very good agreement with previous works in the literature. In some cases like \( \theta \) in Table 4.2, present method-PC and present method-PCC show better agreement with literatures than present method-P. We also plot the instantaneous streamline and the corresponding vorticity contours near the cylinder at time \( T = 50 \) for \( Re = 20 \) and \( Re = 40 \) in Figure 4.5 and Figure 4.6. Here, we remark that while the geometric configurations used in the various methods in Table 4.2 may not be exactly the same, it is widely believed that if the computational domain is large enough than the diameter of the immersed circular cylinder, then we can minimize the effect of the outer boundary on the development of the wake. The computational domain, diameter and center of the circular cylinder of different methods quoted in Table 4.2 (if available) are reported in Table 4.4.

As the Reynolds number increasing, the symmetry of the cylinder wake was broken down and the two vortices shed alternatively. In Table 4.3, numerical results of the maximum drag and lift coefficients at \( Re = 100 \) for various numerical methods are reported. We can find that for this Reynolds number, the present method without correction generates the drag and lift coefficients that are slightly larger than other numerical results. The time histories of drag and lift coefficients generated by the present method with or without correction step are also depicted in Figure 4.7, from which we can find that one correction at each time level appears to be good enough for the present direct-forcing IB projection method with PC. Thus, in what follows, we will focus on the present method-PC, unless stated otherwise. Figure 4.8 and Figure 4.9 shows the time evolution of vorticity and pressure contours of the present method for \( Re = 100 \). Furthermore, Figure 4.10 shows the virtual forces distribution and as we have mentioned previously, the virtual force acts on the whole solid body. Finally, in Figure 4.11 we depict the sink-source distribution, which is the distribution of \( \int_{\Omega_{ij}} \nabla \cdot \mathbf{u}_j\, dx \) for all cells. As we have pointed out at the end of Section 2 that the divergence-free condition may be destroyed in cut cells at which the solid-fluid interface is located, however, in this example we can find that the divergence-free condition of the present method-PC is generally satisfied except only at the leading edge of cylinder. To observe more carefully, these non-zero
Figure 4.4: The characteristic dimensions of wake structure.

### Table 4.2: The comparison of experimental and numerical results of steady state wake dimensions and maximum drag coefficient of the flow around a stationary cylinder for $Re = 20, 40$

<table>
<thead>
<tr>
<th>Methods</th>
<th>$C_d$</th>
<th>$L_w/D$</th>
<th>$a/D$</th>
<th>$b/D$</th>
<th>$\theta$</th>
<th>$C_d$</th>
<th>$L_w/D$</th>
<th>$a/D$</th>
<th>$b/D$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calhoun [4]</td>
<td>2.19</td>
<td>0.91</td>
<td>-</td>
<td>-</td>
<td>45.5</td>
<td>1.62</td>
<td>2.18</td>
<td>-</td>
<td>-</td>
<td>54.2</td>
</tr>
<tr>
<td>Coutanceau-Bouard$^*$ [14]</td>
<td>-</td>
<td>0.93</td>
<td>0.33</td>
<td>0.46</td>
<td>45.0</td>
<td>-</td>
<td>2.13</td>
<td>0.76</td>
<td>0.59</td>
<td>53.8</td>
</tr>
<tr>
<td>Linnick-Fasel [43]</td>
<td>2.06</td>
<td>0.93</td>
<td>0.36</td>
<td>0.43</td>
<td>43.5</td>
<td>1.54</td>
<td>2.28</td>
<td>0.72</td>
<td>0.60</td>
<td>53.6</td>
</tr>
<tr>
<td>Su et al. [56]</td>
<td>2.20</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.63</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Taira-Colonius (B) [57]</td>
<td>2.06</td>
<td>0.94</td>
<td>0.37</td>
<td>0.43</td>
<td>43.3</td>
<td>1.54</td>
<td>2.30</td>
<td>0.73</td>
<td>0.60</td>
<td>53.7</td>
</tr>
<tr>
<td>Tritton$^*$ [60]</td>
<td>2.22</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.48</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ye et al. [68]</td>
<td>2.03</td>
<td>0.92</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.52</td>
<td>2.27</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Present method-P</td>
<td>2.12</td>
<td>0.92</td>
<td>0.36</td>
<td>0.42</td>
<td>44.6</td>
<td>1.59</td>
<td>2.20</td>
<td>0.71</td>
<td>0.60</td>
<td>51.2</td>
</tr>
<tr>
<td>Present method-PC</td>
<td>2.10</td>
<td>0.93</td>
<td>0.35</td>
<td>0.43</td>
<td>43.5</td>
<td>1.56</td>
<td>2.18</td>
<td>0.72</td>
<td>0.60</td>
<td>53.3</td>
</tr>
<tr>
<td>Present method-PCC</td>
<td>2.09</td>
<td>0.93</td>
<td>0.35</td>
<td>0.44</td>
<td>44.1</td>
<td>1.54</td>
<td>2.18</td>
<td>0.71</td>
<td>0.60</td>
<td>53.0</td>
</tr>
</tbody>
</table>

Divergence spots appear as pairs of mass sink and source of equal magnitude (doublet), which upholds global mass conservation. This doublet distribution accompanying particularly large virtual force spots as shown in Figure 4.10 accommodates jump of pressure gradient at the immersed boundary that has been well analyzed in immersed interface method [36, 40, 67]. In fact, the idea of doublet is frequently used in source-doublet panel method to compute potential flows [48].

#### 4.3. The flow past an in-line oscillating cylinder

In this subsection, we consider the simulation for the flow past an in-line oscillating cylinder for $Re = 100$ to validate the present method-PC for moving bodies with a prescribed velocity. The computational domain and numerical details are exactly the same as that in Subsection 4.2, except the cylinder is now oscillating parallel to the free stream at a frequency ($f_c$) equal to two times the vortex shedding frequency ($f_s$) of the single fixed cylinder, i.e., $f_c = 2f_s$. The motion of the cylinder is governed by the horizontal velocity as $u_s(t, x) = 0.14D \cos(2\pi f_c t)$, where the amplitude of the oscillation is 0.14 of the cylinder diameter $D$. This simulation has been performed numerically by, e.g., Hurlbut et al. [25], Noor et al. [50], and Su et al. [56].

It has been observed in, e.g., [50], that the in-line oscillation of the cylinder at a range near twice the shedding frequency of the stationary cylinder would cause the resonance and thus largely increase both the drag and lift forces acting on the cylinder. In Table 4.5, we show the comparison of the maximum drag and lift coefficients of the present scheme with the previous studies. One can see that the resonance...
Table 4.3: The comparison of maximum drag and lift coefficients and Strouhal number of the flow around a stationary cylinder for $Re = 100$

<table>
<thead>
<tr>
<th>Methods</th>
<th>$C_d$</th>
<th>$C_l$</th>
<th>$St$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calhoun [4]</td>
<td>1.36</td>
<td>0.30</td>
<td>0.175</td>
</tr>
<tr>
<td>Chiu et al. [8]</td>
<td>1.36</td>
<td>0.30</td>
<td>0.167</td>
</tr>
<tr>
<td>Lai-Peskin [37]</td>
<td>1.45</td>
<td>0.33</td>
<td>0.165</td>
</tr>
<tr>
<td>Liu et al. [44]</td>
<td>1.36</td>
<td>0.34</td>
<td>0.164</td>
</tr>
<tr>
<td>Russell-Wang [53]</td>
<td>1.39</td>
<td>0.32</td>
<td>0.170</td>
</tr>
<tr>
<td>Su et al. [56]</td>
<td>1.40</td>
<td>0.34</td>
<td>0.168</td>
</tr>
<tr>
<td>Present method-P</td>
<td>1.43</td>
<td>0.37</td>
<td>0.171</td>
</tr>
<tr>
<td>Present method-PC</td>
<td>1.40</td>
<td>0.36</td>
<td>0.170</td>
</tr>
<tr>
<td>Present method-PCC</td>
<td>1.38</td>
<td>0.35</td>
<td>0.168</td>
</tr>
</tbody>
</table>

Table 4.4: The computational domain $\Omega$, diameter $D$ and center of the circular cylinder of some methods quoted in Table 4.2 and Table 4.3

<table>
<thead>
<tr>
<th>Methods</th>
<th>Computational domain $\Omega$</th>
<th>Diameter $D$</th>
<th>Center</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calhoun [4]</td>
<td>$[0, 32D] \times [0, 16D]$</td>
<td>1.0</td>
<td>(8, 8)</td>
</tr>
<tr>
<td>Linnick-Fasel [43]</td>
<td>$[0, 46.5795D] \times [-21.3278D, 21.3278D]$</td>
<td>1.0</td>
<td>(10, 0)</td>
</tr>
<tr>
<td>Su et al. [56]</td>
<td>$[-13.4D, 16.5D] \times [-8.35D, 8.35D]$</td>
<td>0.2</td>
<td>(0, 0)</td>
</tr>
<tr>
<td>Taira-Colonius (B) [57]</td>
<td>$[-30D, 30D] \times [-30D, 30D]$</td>
<td>1.0</td>
<td>(0, 0)</td>
</tr>
<tr>
<td>Ye et al. [68]</td>
<td>$[-10D, 20D] \times [-10D, 20D]$</td>
<td>1.0</td>
<td>(5, 7.5)</td>
</tr>
<tr>
<td>Chiu et al. [8]</td>
<td>$[0, 40D] \times [-10D, 10D]$</td>
<td>1.0</td>
<td>(9.5, 0)</td>
</tr>
<tr>
<td>Lai-Peskin [37]</td>
<td>$[0, 26.6667D] \times [0, 26.6667D]$</td>
<td>0.3</td>
<td>(1.85, 4)</td>
</tr>
<tr>
<td>Russell-Wang [53]</td>
<td>$[-8D, 24D] \times [-8D, 8D]$</td>
<td>1.0</td>
<td>(0, 0)</td>
</tr>
<tr>
<td>Present method</td>
<td>$[-13.4D, 16.5D] \times [-8.35D, 8.35D]$</td>
<td>0.2</td>
<td>(0, 0)</td>
</tr>
</tbody>
</table>

was successfully captured by the present method. The instantaneous vorticity contours during a period of oscillation are depicted in Figure 4.12.

4.4. Two cylinders moving towards each other

This example is taken from [53], which provides a demonstration of flow past multiple moving solid objects. In our simulations, we use a uniform grid of $640 \times 320$ cells to discretize the computational domain $\Omega = [-8, 24] \times [-8, 8]$ and take the time step $\Delta t = 1/200$ for the time-discretization. Thus, the CFL number is 0.1. The boundary conditions are specified to be zero velocity and homogeneous Neumann pressure on the whole boundary, see Figure 4.13. The Reynolds number is set to be 40. The motion of the lower and upper cylinders are governed by setting the dynamics of their centers $(x_{lc}, y_{lc})$ and $(x_{uc}, y_{uc})$ to

$$
x_{lc} = \begin{cases} 
\frac{4}{\pi} \sin \left( \frac{\pi t}{4} \right), & 0 \leq t \leq 16, \\
4 \pi - \frac{4}{\pi} \sin \left( \frac{\pi t}{4} \right), & 16 \leq t \leq 32 
\end{cases} \quad \text{and} \quad y_{lc} = 0, \quad (4.3)
$$

and

$$
x_{uc} = \begin{cases} 
16 - \frac{4}{\pi} \sin \left( \frac{\pi t}{4} \right), & 0 \leq t \leq 16, \\
32 - \frac{4}{\pi} \sin \left( \frac{\pi t}{4} \right), & 16 \leq t \leq 32 
\end{cases} \quad \text{and} \quad y_{uc} = 1.5. \quad (4.4)
$$
Table 4.5: The comparison of maximum lift and drag coefficients of the flow past an in-line oscillating cylinder for $Re = 100$

<table>
<thead>
<tr>
<th>$f_c/f_s$</th>
<th>$C_d$</th>
<th>$C_l$</th>
<th>$f_c/f_s$</th>
<th>$C_d$</th>
<th>$C_l$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.41</td>
<td>0.31</td>
<td>2</td>
<td>1.68</td>
<td>0.95</td>
</tr>
<tr>
<td>Hurlbut et al. [25]</td>
<td></td>
<td></td>
<td>Su et al. [56]</td>
<td>1.40</td>
<td>0.34</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td>Su et al. [56]</td>
<td>1.70</td>
<td>0.97</td>
</tr>
<tr>
<td>Noor et al. [50]</td>
<td>1.41</td>
<td>0.33</td>
<td>Noor et al. [50]</td>
<td>1.67</td>
<td>0.98</td>
</tr>
<tr>
<td>Present method-PC</td>
<td>1.40</td>
<td>0.36</td>
<td>Present method-PC</td>
<td>1.67</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Not the that both cylinders will oscillate about their initial positions for two periods, and then toward each other at time $t = 16$.

In Figure 4.14, the time evolution of drag and lift coefficients for the upper cylinder compared with the results of Xu-Wang [67] are displayed. In [67], Xu and Wang implemented an immersed interface method using the same uniform grid but with a very small time step $\Delta t = 1/2000$, which is $1/10$ of the time step used here. The small time step required in [67] is again due to the need for relaxing and adjusting fluid flow to solid objects. However, we can observe that the behaviors of the drag and lift coefficients of both methods are almost the same and they are also consistent very well with the results of [53]. As pointed out in [53], the drag is increasing slightly as the two cylinders approach each other and decreasing to the minimum value when they are closest to each other. After that, the drag then rises back and begins to approximate the profile of a single cylinder. On the other hand, the two cylinders are repulsive when approaching each other and then become attractive after passed each other. Finally, we plot the vorticity and pressure contours at times $t = 4, 16, 24, 32$ in Figure 4.15, which exhibits the simplicity and high performance of the present two-stage approach.

4.5. A freely falling solid ball

In this subsection, we simulate the dynamics of a free-falling solid body to validate the ability of the current method for solving two-way coupling problems, where the solid velocity $u_s$ is not prescribed. We consider a 2-D solid ball falling in a rectangular tank filled with an incompressible Newtonian viscous fluid. The settings of simulation are same with that in the work of Glowinski et al. [18]. More specifically, the computational domain is $\Omega = [0, 2] \times [0, 6]$, the diameter of the solid ball $\Omega_s$ is $D = 0.25$ and the center is located at $(1, 4)$ at the initial time $t = 0$, the density of fluid part is $\rho_f = 1$ and solid part is $\rho_s = 1.5$. In this example, we take the fluid viscosity as $\nu = 0.01$.

To simplify the implementation of current approach, in this example, we apply the two-stage direct-forcing IB method combined with the Chorin first-order in time projection scheme to solve this two-way coupling problem, where we first derive the following initial value problems for the equations of motion of the falling solid ball $\Omega_s$:

\[
(M_s - M_f) \frac{du_c}{dt} = (M_s - M_f)g - \int_{\Omega_s} \rho_f F dV, \quad u_c(0) = u_{c0}, \tag{4.5}
\]

\[
(I_s - I_f) \frac{d\omega}{dt} = -\int_{\Omega_s} \rho_f r \times F dV, \quad \omega(0) = \omega_0, \tag{4.6}
\]

where the solid velocity is defined by

\[
u(t, x) := u_c(t) + \omega(t) \times r(t, x), \quad r := x - X_c, \quad \forall x \in \Omega_s(t), \tag{4.7}
\]

with the translational velocity $u_c$, the angular velocity $\omega$, and the centroid $X_c$ of the solid ball $\Omega_s$, $M_s := \int_{\Omega_s} \rho_s dV$, $M_f := \int_{\Omega_s} \rho_f dV$, $g$ is the gravity, $I_s$ is the rotational inertia for the solid ball, $I_f$ is the rotational
inertia of $\Omega_s$ when the portion of the solid ball $\Omega_s$ is replaced by the fluid. As we have mentioned in the beginning of Section 2, we treat the solid portion like a fluid, but with an additional virtual force field $F = (F_1, F_2)$ acting on that region. The virtual force $F$ is distributed on the whole region enclosed by the immersed boundary, not only on the immersed boundary, such that the fluid part inside the region would behave like a real solid ball. The governing equations of motion (4.5)-(4.6) of the solid ball is similar to the equations derived in [63], where the virtual force only exists on the immersed boundary. We refer the reader to the Appendix B in [63] for more details.

We then employ the backward Euler scheme to approximate the initial value problems (4.5) and (4.6) to obtain the translational velocity $u_c$, the angular velocity $\omega$, and thus the solid velocity $u_s(t, x)$ by (4.7). In our numerical simulation, we take the grid size $h = 1/256$ and a small time step $\Delta t = 7.5e-05$. Below, we present some preliminary numerical results of the free-falling problem to validate the ability of the current method. The position of the freely falling solid ball and the flow field visualization at different time is displayed in Figure 4.16. The time evolution of position and translational velocity of the solid ball compared with the results of Glowinski et al. [18] are depicted in Figure 4.17 and Figure 4.18, respectively. We also show the time evolution of drag and lift coefficients of the freely falling solid ball in Figure 4.19. In this example, the drag force $F_d$ and the drag coefficient $C_d$ should be calculated by

$$ F_d = -\int_{\Omega} F_2 dx = -\int_{\Omega_s} F_2 dx \approx -\sum_{x_i} F_2 h^2 \quad \text{and} \quad C_d = \frac{F_d}{U_{\infty}^2 D/2}, $$

and the lift force $F_\ell$ and lift coefficient $C_\ell$ should be computed by

$$ F_\ell = -\int_{\Omega} F_1 dx = -\int_{\Omega_s} F_1 dx \approx -\sum_{x_i} F_1 h^2 \quad \text{and} \quad C_\ell = \frac{F_\ell}{U_{\infty}^2 D/2}, $$

where we use the terminal speed $U_{\infty} = 12$ of the solid ball relative to the fluid. From these numerical results, we can find that the dynamical behavior is qualitatively similar to that of [18].

To conclude, preliminary numerical simulations indicate that the proposed approach seems to be capable of solving the two-way fluid-solid interaction problems. This study is still in progress and we will report the detailed derivation of the governing equations of motion of the solid ball and the improved numerical algorithms in a future paper.

5. Summary and conclusions

In this paper, we have proposed a simple and novel two-stage direct-forcing IB projection method for simulating the dynamics of fluid-solid interaction problems, where each immersed solid object can be stationary or moving in the fluid with a prescribed velocity. For the consistency consideration, we have adopted the second-order in time Choi-Moin scheme for the projection computations in the proposed method. This approach can be categorized as a direct-forcing method with a PC process, in which a time-discrete virtual force distributed only on the immersed solid bodies is derived, and then added to the fluid momentum equations to accommodate the internal velocity boundary conditions at the immersed solid boundaries. More specifically, in the prediction stage, based on the rate of moment changes of the solid bodies, we have predicted the virtual force by using the difference between the prescribed solid velocities and the computed velocities, which are obtained by applying the Choi-Moin projection scheme to the incompressible Navier-Stokes equations on the entire domain without adding any virtual forcing term. Then, in the correction stage, we have put the predicted virtual force into the momentum equations as an additional forcing term and performed the Choi-Moin projection again to update the velocity field, pressure and virtual force. Apparently, we can iterate this PC procedure to form a more general P(C)^k method for $k \geq 2$, if necessary.
We have performed numerical experiments of several benchmark problems to illustrate the simplicity and high performance of the newly proposed two-stage method, including the flow induced by a rotating cylinder inside a square enclosure for convergence test, the flow past a stationary cylinder, the flow past an in-line oscillating cylinder, and the flow of two cylinders moving towards each other. In particular, we have found from the convergence test that the order of convergence of the velocity field is apparently better than first order in space in all the 1-norm, 2-norm, and maximum norm, while the accuracy of the pressure is of first order accurate in 1-norm and 2-norm and is somewhat nearly half order accurate in the maximum norm. We have also found that our numerical results are in very good agreement with previous works in the literature and one correction at each time step appears to be good enough for the proposed PC procedure.

We now give the following remarks to conclude this paper:

• We believe that the orders of convergence in space of all unknown functions in the proposed method can be significantly improved by a more accurate difference scheme in solving the Neumann Poisson problems (3.7)-(3.8) and (3.14)-(3.15) with a careful approximation to the right-hand side data.

• Notice that in this paper, the interaction between the fluid part and the solid part is of one-way type, since the motion of the immersed solids is prescribed by a given velocity field $u_s$. However, the underlying ideas of the proposed direct-forcing IB projection method with a PC process could be applied to solve the two-way fluid-solid interaction problems, where the velocity and trajectory of immersed solid object should be governed by the equations of motion depending on fluid flow situation. Indeed, preliminary numerical simulations of the free-falling process of a 2-D solid ball in an incompressible viscous fluid reported in Subsection 4.5 indicate that the proposed approach seems to be capable of solving the two-way fluid-solid interaction problems.

• The proposed approach in this paper could also be generalized to solve the fluid-elastic body interaction problems, where the elastic structure is modeled by the linear elasticity equations which is assumed to be quasi-static, isotropic and homogeneous and thus undergoes a small deformation.

For these issues, the efforts are in progress and we will report the results in the near future.
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Figure 4.5: The instantaneous streamlines near the cylinder at time $T = 50$ for $Re = 20$ and $Re = 40$ (top to bottom: present method-P, present method-PC, and present method-PCC).
Figure 4.6: The instantaneous vorticity contours near the cylinder at time $T = 50$ for $Re = 20$ and $Re = 40$ (top to bottom: present method-P, present method-PC, and present method-PCC).
Figure 4.7: The time evolution of drag and lift coefficients for $Re = 100$ (top to bottom: present method-P, present method-PC, and present method-PCC).
Figure 4.8: The instantaneous vorticity contours for $Re = 100$ at different times.
Figure 4.9: The instantaneous pressure contours for $Re = 100$ at different times.
Figure 4.10: The instantaneous force distribution for $Re = 100$ at different times.
Figure 4.11: The instantaneous sink-source distribution for $Re = 100$ at different times.
Figure 4.12: The instantaneous vorticity contours near the oscillating cylinder for $Re = 100$ at different times: (left column) $t \approx 40.69 + \frac{T}{4}, 2\frac{T}{4}, 3\frac{T}{4}, T$; (right column) $t \approx 40.69 + 5\frac{T}{4}, 6\frac{T}{4}, 7\frac{T}{4}, 2T$, where $T \approx 0.595$ is the oscillation period of the cylinder.
Figure 4.13: A schematic diagram of the computational domain and boundary conditions for flow around two cylinders moving towards each other.

Figure 4.14: The time evolution of drag and lift coefficients, $C_d$ and $C_l$, for the upper cylinder in flow around two cylinders compared with the results of Xu-Wang [67].
Figure 4.15: The flow around two cylinders moving towards each other for $Re = 40$ at different times: (left) contours of vorticity; (right) contours of pressure.
Figure 4.16: The position of the freely falling solid ball and the flow field visualization at time $t = 0.2, 0.3, 0.4, 0.5$.

Figure 4.17: The time evolution of position of the freely falling solid ball in $x$-coordinate (left) and $y$-coordinate (right) compared with the results of Glowinski et al. [18].
Figure 4.18: The time evolution of translational velocity of the freely falling solid ball in \( x \)-component (left) and \( y \)-component (right) compared with the results of Glowinski et al. [18].

Figure 4.19: The time evolution of drag and lift coefficients of the freely falling solid ball.